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Introduction 

General 
!  Interest for multi-resolution 

representation of turbulence 
data 
!  Feature discovery + tracking 

(coherent feature extraction) 
!  Influence on simulation 

algorithms 
!  Downscaling of data 

(compression) for faster 
data analysis 
!  For in-situ or post-processing 

applications 
!  Faster post-processing of data 

for visualization 

Contributions 
!  Analyzed and compared  the 

effectiveness of Haar, Biorthogonal 
B-spline,  and Daubechies 
wavelets, Coiflets, Surfacelets and 
Curvelets with respect to direct 
numerical simulation (DNS) data. 

!  Visualized and evaluated 
numerical accuracy of original 
data and derived quantities 
using limited amounts of 
coefficients on reconstruction 

!  Identified strengths and 
weaknesses of each technique 
and gave recommendations on 
the usage of these multi-
resolution methods 
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Method 

Improvements made this summer 
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!  Added parallel computation support for wavelet framework 
!  Near linear-time speedup 

!  Implemented parallel sort for fast wavelet coefficient sorting 
(for N% coefficient thresholding) 

!  Added edge-case handling for wavelet decomposition and 
reconstruction 
!  Can treat data as parabolic, mirror, zero-fill, etc. 

!  Re-implemented the Dual-Tree Complex wavelet transform in 
C++ and included it into our analysis pipeline 
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Tests and Results 

Summary 
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Revision resubmitted to Elsevier Computers & Fluids 
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Introduction 

General 
!  Remote analysis and 

visualization of raw large 
turbulence data is challenging 

!  The Johns Hopkins Turbulence 
database (JHTDB) simplifies 
access to over 230 Terabytes of 
direct numerical simulation 
data through commodity 
hardware 

!  A demand exists for a 
visualization framework that 
adds high-speed remote 
visualization for large datasets 

Contributions 
!  Remote visualization support 

and additional compute 
capabilities were added to the 
database cluster 

!  Wavelet compression was 
introduced at the data-level to 
reduce access cost, bandwidth, 
and improve visualization 
latency 

!  Wavelet compression used to 
reduce memory footprint of 
datasets for visualization  
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JHTDB: http://turbulence.pha.jhu.edu/ 



Johns Hopkins Turbulence Database 

Original Pipeline Augmented Pipeline 
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JHTDB: http://turbulence.pha.jhu.edu/ 

Remote visualization is achieved through Paraview and Paraview Web integration 
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Tests and Results 

Remote Visualization 

!  Web (HTML 5) interface 
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Tests and Results 

Efficiency (Performance) 
!  Scenario:  A single 5123 grid size subset of a 10243 dataset 

is accessed and visualized by a single user. 
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Tests and Results 

Efficiency (Performance) 
!  Scenario:  A single 5123 grid size subset of a 10243 dataset 

is accessed and visualized by a single user. 
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… and these are only Serial 
wavelet results,  parallel 

benchmarks will be better!! 



Tests and Results 

Quality 
!  Density component of a dataset is 

decomposed into 6 scales using 
cubic B-spline wavelets 
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Original Scale 1 Scale 2 Scale 3 



Tests and Results 

Scale-based wavelet analysis 

!  Reconstruction of individual scales 
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Original 



Tests and Results 

Scale-based wavelet analysis 

!  Reconstruction of individual scales 
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Scale 2 



Tests and Results 

Scale-based wavelet analysis 

!  Reconstruction of individual scales 
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Scale 3 



Tests and Results 

Scale-based wavelet analysis 

!  Reconstruction of individual scales 
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Scale 4 



Tests and Results 

Scale-based wavelet analysis 

!  Reconstruction of individual scales 
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Scale 6 



Questions?  Thank you! 
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